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Abstract— Integrating optical receivers based on double-

sampling architecture exhibit a low-power alternative to those 
designed around transimpedance amplifiers (TIA). In this paper, 
we present a 3D-integrated CMOS/Silicon photonic optical 
receiver. The receiver features a low-bandwidth TIA integrating 
front-end, double-sampling technique and dynamic offset 
modulation. The copper-pillar based 3D-integration technology 
used here enables ultra-low parasitics and 40µm pitch for 
interconnection. We study different trade-offs in designing an 
optical receiver and how to choose between a full-bandwidth TIA 
front-end and integrating architecture using a resistive front-end 
or a low-bandwidth TIA front-end. The design methodology is 
supported by measurements of two 3D-integrated prototypes 
based on a conventional TIA and a double-sampling integrating 
receiver. The proposed receiver architecture achieves -14.9dBm 
of sensitivity and energy efficiency of 170fJ/b at 25Gb/s while the 
conventional receiver achieves a sensitivity of –10.4dBm and 
energy efficiency of 260fJ/b at 21.2Gb/s. 

 
Index Terms—Optical receivers, energy efficiency, sensitivity, 

silicon photonics, 3D integration. 

I. INTRODUCTION 
ptical interconnects are promising candidates to 
overcome deficiencies of electrical channels. As silicon 

photonic and integration technologies are maturing, 
commercialization of these technologies is becoming closer to 
reality. High-density, low-parasitic heterogeneous integration 
technologies are essential elements in implementation of high-
speed, high-sensitivity optical links. Advancement in 
heterogeneous integration technologies has been focused on 
higher density and lower capacitive, resistive and inductive 
parasitics. The motivation behind this trend is that the extra 
capacitor due to bonding added to photo-detector’s (PD) 
capacitor creates the dominant pole (ωp1) of the TIA (Fig. 1). 
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This is the limiting factor in speed of conventional optical 
receivers based on TIAs. Also, in parallel optical receivers 
bond-wire can be a source of crosstalk between channels. 

For a given integration technology, the input impedance of 
the TIA has to be reduced to push the dominant pole further. 
This is achieved by higher amplifier gain. However, higher 
gain comes at the cost of increased power consumption or by 
increasing the gain-bandwidth by area-consuming techniques 
such as inductive peaking. Integrating receivers have been 
introduced aiming at removing these limitations [1]. In an 
integrating optical receiver based on double-sampling, the 
photocurrent is integrated on the front-end capacitor and is 
sampled at the beginning and end of the bit-time interval. A 
comparator, e.g. a strongARM sense amplifier, is used to 
distinguish ones and zeros by determining which sample is 
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Fig. 1.  A resistive feedback TIA model.  

 
Fig. 2.  In double sampling receivers with resistive front-end sensitivity is 
limited by charge sharing and kT/C noise. 
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larger. Due to integrating nature of the optical receiver the 
pole associated with this front-end cap is not the bottleneck for 
achieving higher data-rates. In integrating front-ends with a 
resistive termination, the charge integrated on the front-end 
capacitor gets shared with sampling capacitors (Fig. 2) causing 
sensitivity degradation. This issue has been addressed by 
adding a low-bandwidth TIA to the front-end in this work [2], 
[3]. The low-bandwidth TIA provides isolation between PD’s 
capacitor and sampling capacitors, which reduces charge-
sharing effect and enables use of ultra-low capacitance PDs in 
advanced silicon photonic technologies.  

In this paper, we aim at developing a design guideline to 
choose between low-bandwidth TIA, resistive and full-
bandwidth TIA front-ends. In order to evaluate different 
receiver designs and target a specific performance, various 
parameters can be considered. Power consumption, energy 
efficiency, sensitivity and operational data-rate with a specific 
bit error-rate (BER) are some of these parameters. However, 
there are inherent trade-offs between these parameters and 
they cannot be independently enhanced. The question is how 
to assess performance of different designs and decide which 
one is superior. Different figure of merits (FoM) have been 
proposed to quantify overall performance of optical receivers 
and compare them. For example, [4] uses  
  

𝐹𝑜𝑀!"#$%&%'%&(   =
!"#$%&%'%&(  (!"##$!!)×!"#$%&#'(')*!"

!!"×!"#"  !"#$
 (1) 

 
to quantify design performance based on receiver’s sensitivity. 
In many other cases such as [5], the following FoM is used: 
 

𝐹𝑜𝑀!"# =
!"#$×!"#$%&$'!

!"#$%
 (2) 

 
From an optical link system perspective, one of the most 
important metrics is the total power consumption, which 
includes the power of laser at the transmitter side [6]. From 
receiver circuit design perspective, the two main factors that 
determine the overall power consumption are sensitivity and 
electrical power consumption. Equation (3) defines an FoM to 
capture the impact of receiver on total power consumption of 
the optical link due to both electrical and optical components. 

𝐹𝑜𝑀!"#$% =
!"#$%!"!#$%&#'"!!×!"#$%&%'%&( !"##$%&!!

!"#"  !"#$
 (3) 

 
Where K captures the laser efficiency, optical coupling losses 
and responsivity of the photodiode (4). 
 

𝐾 = !""#$#%&$'!"#$%×!"#$%&'(  !"##$#  
!"#$%&#'(')*!"

 (4) 

 
Note that while the electrical power of transmitter circuitry is 
not included in (2), the laser power, modulator’s insertion loss 
and its coupling losses are taken into account. This is because 
the receiver sensitivity determines the laser power and the 
coupling losses are proportional to initial laser power. It is 
instructive to plot (3) for some recently reported optical 
receivers based on different receiver architectures [2]-[15] 
(Fig. 3). The portion of power consumption associated with 
laser (blue) and electronics (red) is separated. K is calculated 
for a responsivity of 0.8A/W, laser wall-plug efficiency of 
15%, and coupling loss of 3dB for a transmitter architecture  

Fig. 3.  Recently published optical receivers.  
  

 
Fig. 4.  (a) Layout of the silicon photonic chip. (b) Die micrograph of the 
fabricated silicon photonic chip. 
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based on CW laser and MZI-based modulator. As can be seen, 
the laser power is important and often the dominating factor. 

Advancement in integrated photonics, CMOS scaling and 
packaging technology such as the 3D-integrated optical 
receiver presented in [16] help reducing the overall power 
consumption of an optical link. However, the choice of circuit 
topology and its sensitivity can play an important role in 
optimal overall link design and reduction of total power 
consumption. In light of the discussion above, we present a 
compact 3D integrated optical receiver, which is designed 
specifically to take advantage of advanced silicon-photonics 
and low-parasitic integration technology to achieve high 
sensitivity and low power consumption. The low-bandwidth 
TIA front-end enhances sensitivity of the double-sampling 
receiver architecture and enables realization of a high-
sensitivity optical receiver operating at 25Gb/s.  

This paper is organized as follows. Section II briefly 
introduces the 3D integration technology based on Copper 
Pillar (CuP) bonding. Section III explains the overall 

architecture of the optical receiver. Section IV provides 
analysis and a design guideline to determine which front-end 
is suitable depending on available technology and system 
requirements. Section V provides measurements results. 
Finally, section VI is the summary and conclusion of the 
paper.  

II. CMOS/SILICON PHOTONIC 3D-INTEGRATED PLATFORM 
The silicon photonic chip in this receiver is designed in 

Leti’s advanced silicon photonic platform and comprises of a 
2D surface grating coupler, which has two outputs coupled to 
a waveguide photo-detector. This technology enables low 
parasitic capacitance and dense interconnections of CMOS 
and Silicon Photonics. Fig. 4 shows the layout and die 
micrograph of the silicon photonic chip. The chip is designed 
such that electrical connections to CMOS chip are routed 
through silicon photonic die. Fig. 5 shows PD capacitance as a 
function of reverse bias voltage. For a reverse bias of -0.5V to 
-2V, the PD capacitance is measured to be less than 8fF. The -

3dB bandwidth of the PD is measured to be larger than 18GHz 
when terminated with a 50Ω resistor. 

The 3D-integration involves Under Bump Metallization 
(UBM) of the silicon photonic chip, and growth of copper 
micro-pillars on the Electronic wafer. The EIC was then flip-
chip mounted on the Si-PIC. Fig. 4 (b) shows the die 
micrograph of the Silicon photonic chip with UBM processed 
on the photonic wafer. Fig. 6 (a) shows the scanning electron 
microscope (SEM) top view of the CuP grown on the 
electronic wafer and Fig. 6 (b) shows the cross section of the 

 

 
Fig. 5.  Measured photo-detector capacitance as a function of bias voltage. 
  

 
Fig. 6.  (a) Scanning electron microscope top view of the CuP grown on the 
electronic wafer. (b) cross section of the micro-pillar. 
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micro-pillar. The minimum pitch for adjacent copper pillar 
bonds is 40µm, allowing realization of dense optical links 
[17]. The parasitic capacitance and resistance associated with 
each bonding is measured to be less than 25fF and 1Ω. The 
parasitic inductance is negligible. This low-parasitic 
integration is one of the key elements for achieving high 
bandwidth and high sensitivity optical links. 

III. RECEIVER ARCHITECTURE 
Fig. 7 shows the proposed integrating receiver and a 

conventional TIA-based receiver designed for comparison. In 
conventional receivers, TIAs are used to reduce the input 
impedance and increase the bandwidth. In this work a scalable 
3-stage TIA, based on inverters with a resistive feedback, is 
used. This architecture is particularly suitable for highly scaled 
CMOS technologies and consumes relatively low power and 
area. The proposed integrating receiver uses a low-power, 
low-bandwidth TIA as front-end with a bandwidth that is 
much lower than the bit-time interval. Note that the integrating 
nature of the receiver comes from the sampling node (output 
of the low-bandwidth TIA). At this node, the impedance of the 
sampling capacitors at frequency of operation is much lower 
than the output impedance of the low-bandwith TIA. 
Therefore, most of the charge is integrated on the sampling 
capacitors. The low bandwidth TIA’s output is sampled at the 

beginning and end of the bit time (Tb). These samples,  (V[n], 
V[n+1]) are then compared to resolve each bit (ΔV[n] < 0 

 
Fig. 7.  Top-level architecture of (a) integrating receiver with low-bandwidth TIA (b) TIA-based receiver. 

 
Fig. 8.  Z-domain block diagram of the integrating optical receiver with low-
bandwidth TIA. 
  

 
Fig. 9.  Circuit-level implementation of individual building blocks. 
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results in “1” and ΔV[n] > 0 results in “0”). Note that the 
voltage difference, ΔV[n], is input pattern dependent due to 
low-bandwidth nature of the front-end. For example a “1” 
followed by a long sequence of “0” generates a stronger ΔV[n] 
compared to a “1” followed by many “1”s.  

Dynamic offset modulation (DOM) is utilized to provide a 
constant voltage at sense-amp’s input irrespective of the 
stream of data [18]. DOM essentially increases the voltage 
difference for weak ones/zeros and decreases it for strong 
ones/zeros. The underlying principle used for DOM is that 
identical consecutive bits shift the sampling node voltage 
away from its DC average. So, the introduced offset is 
proportional to the value of the voltage at the sampling node 
compared with its DC average. The DOM will be investigated 
using z-domain analysis later in this section. 

Double sampling technique allows de-multiplexing by using 
multiple clock phases and samplers. The poles associated with 
input and output nodes of the LBW TIA are as follows  

𝜔!,!"   =
!!!

!!(!!"!!!")
. (5) 

𝜔!,!"#   =
!

!!!!!/!
. (6) 

 
Where Rf is the feedback resistance, Cin is the capacitance 
looking into the TIA and CPD is the photodiode and parasitic 
capacitance combined.  Fig. 8 shows the simple model for the 
receiver in z-domain. The voltage of the sampler can be 
written in z-domain as 

 

𝑉(𝑧) =
!!!!"
!!!!

!

!!!
!
!!
!!!     !!!

+ !

!!!
!
!!
!!!     !!!

. (7) 

 
Where Tb is the bit time interval and τp1 and τp2 are time 
constants associated with low-bandwidth TIA poles. By 

subtracting the previous sample, V[n-1], from V[n] the result, 
ΔV, can be written in z-domain as 

∆𝑉′ 𝑧 = 𝑉(𝑧) 1 − 𝑧!! − 𝛽𝑧!!𝑉(𝑧). (8) 
 
Where β is the DOM coefficient and has to be chosen such 
that ΔV’ becomes independent of z. β can be found only if the 
low-bandwidth TIA is designed with its output pole at much 
lower frequency compared to 1/Tb and the input node is at a 
higher frequency compared to 1/Tb. In that case by choosing β 
as  

𝛽 = 1 − 𝑇!/𝜏!! (9) 
 
the DOM provides a constant voltage at sense-amp’s input 
regardless of the data sequence. This constant voltage is given 
by (10). 
 

∆𝑉! ≈
!!!!" !!!!!!/!!!

!(!!!/!)
 (10) 

 
 Fig. 9 shows details of circuit level implementation for the 
optical receiver’s building blocks. The high-speed sense-amp 
has digital offset cancellation using a bank of 5 NMOS 
capacitors in accumulation mode. The sense-amp is followed 
by an SR-latch to retrieve the NRZ data. A CMOS quadrature 
divider is used to generate the four phases required for 
operation of the optical receiver. Sampling capacitors are 
followed by an amplifier with a gain of 4.5dB, which also 
provides isolation between sampling nodes and sense-amp to 
minimize kickback. Dynamic offset modulation that is 
employed at the output of the amplifier is also implemented as 
another differential pair, sharing the same load. The 
photodiode emulator is a high-speed open-drain PMOS pair 
that steers a pre-set current between replica low-bandwidth 
TIA and the optical receiver under test. A separate current 
mirror is used to set the extinction ratio. The low-bandwidth 
TIA has a transimpedance of 3kΩ and has a digitally 
controlled 7-bit current DAC at its input to set the DC point at 
the input of the low-bandwidth TIA. The S/H capacitor is 
chosen to be 12fF to minimize noise and current sensitivity 
while achieve 25Gb/s operational data-rate. 

IV. ANALYSIS AND DESIGN GUIDELINE 
 Input referred noise is the critical parameter determining the 
sensitivity of an optical receiver. Multiplying it by the signal 
to noise ratio (SNR), which is calculated for a target BER, 
yields receiver’s current sensitivity. The gain of the TIA’s first 
stage has a critical role as noise of all subsequent stages gets 
divided by this gain. When designing an inverter-based TIA, 
for a given CMOS technology, there is a maximum gain-
bandwidth product a single stage can achieve. Thus, the gain 
has to be reduced to achieve sufficient bandwidth at high data-
rates. Lower gain at the first stage worsens the sensitivity of 
the receiver. Fig. 10 shows noise sources for integrating 
receiver and the conventional TIA-based receiver. The 
minimum required current for the integrating receiver 
operation is 

 
Fig. 10.  Noise sources for (a) integrating optical receiver and (b) 
conventional TIA-based optical receiver. 
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𝑰𝒃,𝒊𝒏𝒕𝒆𝒈𝒓𝒂𝒕𝒊𝒏𝒈 = 𝑆𝑁𝑅  ×𝜎!,!"#!. +
!

!!"#,!"#
×
!!""#$%
!!

 (11) 

 
where σn,prop is the total input referred noise for the integrating 
receiver, Voffset is the residual sense-amp offset after 
calibration, AB is the buffer gain and RLBW,TIA is the low-
bandwidth TIA’s transimpedance. In the case of conventional 
TIA-based receiver, we have 
 

𝑰𝒃,𝒄𝒐𝒏𝒗𝒆𝒏𝒕𝒊𝒐𝒏𝒂𝒍 = 𝑆𝑁𝑅  ×𝜎!,!"#$. +
!

!!"#
×
!!""#$%
!!"#

 (12) 

 
where σn,conv is the total input referred noise for the 
conventional receiver, AAMP is the amplifier gain and RTIA is 
the TIA transimpedance. 

Referring all noise sources to input, the total input referred 
noise can be written as 
 

𝝈𝒏,𝒑𝒓𝒐𝒑! = !
!!"#,!"#
! 𝜎!/!! + 𝜎!! +

!!"
!

!!
+ 𝜎!! + 𝜎!"#  !"#

! . (13) 

 
Similarly, the input referred noise of the conventional TIA-
based receiver could be written as 
 

𝝈𝒏,𝒄𝒐𝒏𝒗! = !
!!"#
! × !!"#

! !!!"
!

!!
+ 𝜎  !"#! . (14) 

 
For a given power consumption, the gain-bandwidth product 
of the TIA stage is constant. Therefore, by choosing larger 
RLBW,TIA compared with RTIA the overall sensitivity improves.  

The sense-amp noise contribution could be modeled as a 
sampler with gain, which has an input referred noise of [17] 
 

𝝈𝑺𝑨! = !
!!"#
! × !!"

!!"
! !!

 (15) 

 
where CA is the sense-amp decision node capacitance, ASA is 
the sense-amp gain. This capacitance is set to be about 15fF to 
cover the expected offset range. The sense-amp has a gain 
close 1.1 which results in a sense-amp input referred noise of 
about (0.2µA)rms. The buffer noise is calculated as  
 

𝝈𝑩! =
!

!!"#
! × !!"

!!
(𝛾 + !

!!
) (16) 

 
where γ is the transistor noise coefficient, gm is the 
transconductance of the stage and RB is the load resistance. 
This noise contribution of this buffer stage with 4.5dB of gain 
is simulated to be around (0.22µA)rms. The sampling 
capacitor’s noise contribution is equal to 
 

𝝈𝑺/𝑯! = !
!!"#
! × !!"

!!/!
. (17) 

 
The factor of two is due to the fact that we have two 
differential sampling capacitors connected to the buffer. Clock 
jitter is also an important factor when calculating the receiver 
sensitivity. Deviations from ideal sampling time translate to 
voltage level uncertainties in the sampling voltages that could 
be modeled as a noise source with variance of  
 

𝝈𝑱! =
!

!!"#
! × !!"#

!!

!
𝛥𝑉!! (18) 

 
where σCLK is the clock RMS jitter [18]. Given the measured 
clock RMS jitter of 0.9ps, σJ is calculated to be around 

 

 
 

(a) 

 
(b) 

 
Fig. 12.  (a) Simulated sensitivity vs. PD capacitor for RC and low-
bandwidth TIA front-end at 25Gb/s (b) FoM vs. PD capacitor for RC and 
low-bandwidth TIA front-end at 25Gb/s. 
 

 

 
Fig. 11.  Simulated sensitivity vs. speed for integrating and conventional 
optical receivers. 
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(0.17µA)rms. The total noise due to dynamic offset modulation 
is measured to be 
 

𝝈𝑫𝑶𝑴! = !
!!"#
! × !!

!!!
𝜎!! + 𝜎!! + 2𝜎!! . (19) 

 
This contribution is negligible as the dynamic offset 
modulation coefficient, β, is much smaller than buffer gain, A. 
Finally, the low-bandwidth TIA noise is simulated to be 
(0.18µA)rms. 
 It is instructive to plot Ib as a function of operational data-
rate. To do so, the required bandwidth in GHz is set to be 0.7 
times data-rate in GHz and the gain and bandwidth is 
simulated for each data-rate for the given technology, 28nm 
bulk CMOS. The resulting sensitivity vs. data-rate trade-off is 
shown in Fig. 11. Note that the crossing point where 
conventional TIA-based receiver achieves better sensitivity is 
8Gb/s. Above this data-rate, the gain of the TIA stage has to 
be reduced to achieve the required bandwidth and (18) 
becomes larger than (19). At low data-rates, the additional 
terms present in (18) make the current sensitivity of the 
integrating receiver larger. 
 Another design consideration in integrating receivers is the 
choice between resistive and low-bandwidth front-ends. To 
investigate this, we simulated sensitivity of RC and low-
bandwidth TIA front-ends at 25Gb/s using different PD 
capacitances. A ratio of × 10 ratio between the photo-detector 
capacitor and the sampling capacitor is assumed to avoid 
excessive charge sharing. The minimum controllable 

capacitance for sample-and-hold is around 3.5fF, limited by 
next stages parasitic capacitance. Fig. 12(a) shows simulation 
of sensitivity vs. photodiode capacitance. As can be seen, for a 
PD capacitance below 135fF, the low-bandwidth TIA front-
end achieves better sensitivity. Note that this is true even for a 
different data-rate as in both LBW TIA and RC front-end 
cases the sensitivity is dominated by integration time and 
linearly increases with data-rate. In order to account the power 
overhead consumed by the low-bandwidth TIA, the FoM 
defined in (3) is plotted for a data-rate of 25Gb/s in Fig. 12 
(b). In this case, the low-bandwidth TIA front-end becomes 
superior for a PD capacitance below 115fF. If we run this 
simulation for higher data-rates TIA front-end becomes 
superior for a higher PD capacitance. That is because the 
power consumption of digital elements and sensitivity linearly 
scales with data-rate but the power consumption of LBW TIA 
remains relatively unchanged. 

V. MEASUREMENT RESULTS 
 Fig 13 shows the optical measurement setup used for testing 
the chips. Two prototypes are fabricated in a 28nm CMOS 
technology to compare performance of the integrating 
architecture with a conventional TIA-based receiver.  
Receivers occupy an active area of 0.0018mm2. The 3-stage 
TIA architecture design is optimized to have maximum 
bandwidth for the given technology (28nm CMOS). Fig. 
14(a)-(d) show the 3D integration of electronics/photonics as 
well as the top view of CMOS and SiPh chips. Each prototype 
is comprised of two receivers, one with a photodiode emulator 
(Fig. 9) and one for optical testing with 3D-integrated silicon 
photonics. Initial verifications were done using the on-chip 
emulator, which mimics the photodiode current with an on-
chip switchable current source and a bank of capacitors, to 
emulate the parasitic capacitances due to PD and bonding. An 
on-chip CML-to-CMOS converter generates the full swing 
clocks from an off-chip clock source and the four phases of 
clock are generated using an on-chip quadrature divider. The 

 
Fig. 13. Optical measurement setup. 
  

 
Fig. 14.  (a) 3D-integrated CMOS/silicon-photonic optical receiver (b) 
CMOS chip die micrograph (c) Grating coupler and polarization splitter on 
the silicon photonic chip (d) Top-view of the 3D-integrated optical receiver. 

 
Fig. 15.  (a) Input optical eye diagram at 25Gb/s for integrating receiver (b) 
Output recovered and de-multiplexed eye diagram at 6.25Gb/s for the 
integrating receiver (c) Input optical eye diagram at 21.2Gb/s for the 
conventional receiver (d) Output recovered and de-multiplexed eye diagram 
at 6.25Gb/s for the conventional receiver. 
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on chip clock was measured to have about 8-ps peak-to-peak 
jitter.  
 The functionality of the receiver was first validated using 
the on-chip emulator and PRBS7, PRBS9, PRBS15 sequences. 
R and Cin were chosen 3kΩ and 50fF (4RfCSH ≈ 150ps). 
Functionality of the DOM for long sequences of ones or zeros 
was validated using a 100 MHz square-wave current applied 
to the input to the receiver while the front-end sampled the 
input at 25 Gb/s. In this case, 250 consecutive zeros will be 
followed by 250 ones. For an input time constant of about 
0.105ns, these 250 consecutive bits push the input to the 
saturation limits. 
 Fig. 15 shows the optical input eye diagram and output 
recovered and de-multiplexed eye diagram for both receivers 
at their maximum speed.  The silicon photonic chip uses a 
grating coupler to couple light from an off-chip source. The 

capacitance due to the CuP bonds and pad is estimated to be 

less than 25fF and the photodiode capacitance is measured to 
be less than 8fF. The optical beam from a 1550nm DFB laser 
diode is modulated by a high-speed Mach-Zehnder modulator 
and coupled to the photodiode through a single-mode fiber. 
The PD responsivity including grating coupler losses was 
measured to be 0.2A/W.  

The receivers were tested using PRBS-15 sequence. The 
maximum achievable data-rates for the integrating receiver 
and conventional receiver are measured to be 25Gb/s and 
21.2Gb/s respectively. Fig. 16(a) shows measured sensitivity 
vs. data-rate for both receivers, bonded with wire-bond and 
CuP integration. For bit-error rate (BER) of 10-12, the 
conventional receiver requires -10.4dBm of optical modulated 
amplitude (OMA) at 21.2Gb/s (its maximum speed), while the 
integrating architecture requires OMA of -16.1dBm at 
21.2Gb/s and -14.9dBm at 25Gb/s. The coupling loss, 

 
 

 
 

Fig. 18.  Measured bathtub curves of the integrating receiver and 
conventional TIA-based receiver. 

 
Fig. 17.  Sensitivity curves of the integrating optical receiver. 

 
Fig. 16.  Optical measurement results (a) Sensitivity of integrating and 
conventional receivers bonded with CuP and wire-bond (b) Energy 
efficiency and power consumption of the optical receiver (c) Power 
consumption breakdown for integrating and conventional receiver. 
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measured to be 6dB is included in these measurements. Fig. 
16 (b) shows power consumption and energy efficiency of the 
receivers at different data rates. In both designs, the power of 
digital elements increases linearly with speed. The 3-stage 
TIA design offers per-bit energy consumption of 226fJ/b at 
21.2Gb/s compared with the integrating architecture that has 
per-bit energy consumption of 171fJ/b at 21.2Gb/s. Energy 
efficiency of the integrating design reaches its peak of 170fJ/b 
at 25Gb/s. Fig. 16 (c) shows power consumption break-down 
for both receivers. Fig. 17 shows the sensitivity curves of the 
integrating optical receiver at different data-rates. The 
coupling loss (measured to be 6dB) is included in this plot.  
 Fig. 18 shows bathtub curves of receiver designs at their 
respective maximum operational speeds. Table 1 summarizes 
the performance of the designed optical receivers and 
compares them to the state-of-the-art. 

VI. CONCLUSION 
The double-sampling receiver with dynamic offset 

modulation and low-bandwidth TIA is well suitable for 3D 
integration and advanced silicon photonic technologies. 
Experimental results validated the feasibility of an ultra-low 
power 25Gb/s receiver and its superior performance over a 
conventional TIA-based architecture in terms of power 
consumption, sensitivity and speed. It was shown that for the 
proposed architectures, the integrating receiver with a low-
bandwidth TIA achieves higher sensitivity at data-rates higher 
than 8Gb/s compared with conventional TIA-based receiver. 
Also, we demonstrated that when the front-end input 
capacitance is smaller than 135fF, higher sensitivity is 
achieved by employing a low-bandwidth TIA instead of 

simple resistive front-end. So, for the presented particular 
topologies the target data-rate determines the choice between 
conventional and integrating receivers. If an integrating 
receiver is chosen, the input node capacitance determines the 
choice between a LBW TIA front-end and a resistive front-
end. Two prototypes were fabricated and fully tested to 
validate our analysis. The double-sampling optical receiver 
with low-bandwidth TIA and dynamic offset modulation 
consumes 170µW/Gb/s while operating at 25Gb/s. It has an 
optical sensitivity of -16.1dBm at 21.2Gb/s, which drops to -
14.9dBm at 25Gb/s. The conventional TIA-based receiver 
consumes 226µW/Gb/s while operating at 21.2Gb/s and has an 
optical sensitivity of -10.4dBm. 
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